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Responsible Al by example

Welcome to the fastMRI Dataset

e

NYULangone
\_ Health

About Us

Here at the Center for Advanced Imaging Innovation and Research (CAI?R), in the
Department of Radiology at NYU School of Medicine and NYU Langone Health, we

Apply for Access

The application process includes acceptance of the Data Sharing Agreement (found
below) and of an online form. The must include the

bring people together to create new ways of seeing. We are to the
of new imaging techniques and technologies into clinical practice, for the improvement
of human health. In particular, we are pushing the boundaries of rapid image acquisition
and advanced image reconstruction, with the aim of providing uniquely valuable

iomedi to advance the of disease and improve the care of

patients.

fastMRI

We are partnering with Facebook Al Research (FAIR) on fastMRI - a collaborative
research project to investigate the use of Al to make MRI scans up to 10X faster.

NYU Langone and FAIR are providing open-source Al models, baselines, and evaluation
metrics.

The Dataset

The deidentified imaging dataset provided by NYU Langone comprises raw k-space data
in several sub-dataset groups. Curation of these data are part of an IRB approved study.
Raw and DICOM data have been ied via to the vendk I
ISMRMD format and the RSNA clinical trial processor, respectively. We also performed
manual inspection of each DICOM image for the presence of any unexpected protected
health information (PHI), with spot checking of both metadata and image content.

Knee MRI: Data from more than 1,500 fully sampled knee MRIs obtained on 3 and 1.5
Tesla magnets and DICOM images from 10,000 clinical knee MRIs also obtained at 3 or
1.5 Tesla. The raw dataset includes coronal proton density-weighted images with and
without fat suppression. The DICOM dataset contains coronal proton density-weighted
with and without fat axial proton density-weighted with fat

sagittal proton density, and sagittal T2-weighted with fat suppression. The exact
distribution of contrasts is given in table 1. Please note that this table does not include
stats about the data that was originally held back for the fastMRI reconstruction
challenge.

affiliation and the proposed uses of the data. NYU fastMRI
data may be used for internal research or educational purposes only as described in the
data use agreement and may not be redistributed in any way without prior permission.
Read and agree to the data use agreement below to apply for access.

https://fastmri.med.nyu.edu/

clear need for improvement
can validate quality / usefulness
technical readiness

decision-maker readiness

N Meta

fastMRI

Al at Meta and NYU Langone Health demonstrate that Al
can generate accurate MRIs using one-fourth of the raw data
traditionally required for a full MRI.

Accelerate
MRI scans
with Al
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Terminology & vision

responsible Al

agency, responsibility

transparency, interpretability,
explainability, intelligibility
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Transparency: of what?
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Challenge: transparency through the lifecycle
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Example: taming technical bias

Goal: design a model to predict Problem : accuracy is lower for women
appropriate level of compensation for who have more experience on the job-
job applicants a fairness concern

demographics inte.rpc_JIate
missing

tune &

validate

- > for _
responsible
ai

[Schelter,He,Khilnani, Stoyanovich, 2020]



Missing values: observed
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Missing value imputation

are values missing at random (e.g., gender,
age, years of experience, disability status on job
applications)?

are we ever interpolating rare categories (e.g.,
Native American)

are all categories represented (e.g., non-binary
gender)?

responsible
ai



Data filtering

operations likeselection and join, can arbitrarily

change demographic group proportions e oo |
60 CountyA age_group county
20 CountyA * 60 CountyA
60 CountyB 60 CountyA
20 CountyB 20 CountyA
20 CountyB 66% vs 33%
p 50% vs 50%
patients
ssn race
000-00-0001 |  white
000-00-0002 |  black 4 result w
000-00-0003 |  white r \
. > \[TW ssn spent | race
P s 7 onssn ) 000-00-0001 | 10,000$ | white
Looono—oooa 8,0008 | white
ssn spent
000-00-0001 | 10,000$
000-00-0003 | 8,000$ center
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Data distribution labels

Potential issues Python script for preprocessing, written exclusively Corresponding dataflow DAG for
in preprocessing with native pandas and sklearn constructs instrumentation, extracted by mlinspect
pipeline: # load input data sources, join to single table ( Data Source | ( Data Source |
patients = pandas.read_csv(..)

Join might histories = pandas.read_csv(..) Join A%Q,egm ]

) _ : : s [ ' on ssn group by age_group
change proportions data pandas.merge(l[patl.ents. histories], on=['ssn']) ge_g
of groups in data # compute mean complications per age group, append as column Join on age_group

complications = data.groupby('age group')

K .agg(mean_complications=('complications', 'mean')) . A .
Column ‘age_group datgg= data.merge(complications, on=['age group']) Declarative m§pect_|on_ ( Project comp. | Project mean. |
prOJeCted out, but # Target variable: people with frequent complications of preprocessing plpe[lne

Project label

required for fairness data['label'] = data['complications'] >

3] b ~— 1.2 * data[ 'mean_complications'] —m— Project
: : . . . . PipelineInspector ker, lastname, 2

Selection mlght_ \# Project data to subset of attributes, filter by counties .ug_pipeling('health.py‘) njc"l:ﬁdgn,a;c:r?rinﬁg?gbel
change proportions | data = data[['smoker', 'last_name', 'county', .no_bias_introduced_for(

of groups in data ‘num_children', 'race', 'income', 'label']] E ['age group', 'race’])

ata = data[data['coun .isin(counties_of_interes .no_illegal features

L dat data[data[’ ty'].isin( ties_of_int 1)] illegal f es()
’Imputation might # Define a nested feature encoding pipeline for the data .‘.’:(;II:;?s;Lng_embeddmgs[) Spin

change proportions impute_and_encode = sklearn.Pipeline([ Training set

(sklearn.SimpleImputer(strategy='most frequent')),
; (sklearn.OneHotEncoder())])
i featurisation = sklearn.ColumnTransformer(transformers=[

of groups in data

Project
n_child. || income

!
RIS

Project

(impute_and_encode, ['smoker', ‘county', 'race'l]),
(Word2VecTransformer(), 'last name')
(sklearn.StandardScaler(), ['num children', ‘income']])

‘race’ as a feature
might be illegal!
~

F - # Define the training pipeline for the model
Embedding vectors neural net = sklearn.KerasClassifier(build fn=create model())
may not be available piI?E}ine = skleirn-Pipeline-(g
| ‘features', featurisation),
for rare names! ('learning algorithm', neural_net)])

# Train-test split, model training and evaluation
train_data, test_data = train_test_split(data)
model = pipeline.fit(train_data, train_data.label)
print(model.score(test data, test data.label))

[Grafberger, Stoyanovich & Schelter 2021] r a | ggrsponsible
al



Transparency: for whom and why?

Towhom are we explaining?
Why / for what purpose?

Are explanations effective?
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The “nutritional labels” metaphor

- 1
Smart Device Co.
Smart Video Doorbell NS200
SIDE'BY MPARISON ﬁmm'eversim:lﬁ.'\-l.pdawdm'gﬂﬂmo
The device was manufactured in: China
n Security updates  Automatic - Avallable unti at least 1/1/2022
ACCOU NTANT Security Accessoontrol  Password - Factory default - User changeable, Multifactor
Meachanisms authentication, Multiple user accounts are allowed
Acme Partners . -
=l n - W
SNUEZI'IZEIOP Facts| |Nutrition Facts | e EEB ‘)})
smgs P; Cu:l:?n‘ersgémn 8 8 servings per container Sensor collection v
g size 2/3 cup (55g) . . . . . . Visual Audio Physiological |  Location
Amount Por Serving Qualifications:  BSinaccounting, GPA >3.0, Knowledge of financial and Sensortype | Camen Microphone
Calories 230 Calories from Fat 72 | | Amount per serving : ) e e
e Calories 230 accounting systems and applications @ Purpose Providing Providing
Total Fat 8g 12% g~ Data Data on devi Ientfied Nodevice:
Saturated Fat 1g 5% - X }
Trans Ftog Total Fat 8 W% Personaldata AN Al program could be used to review and analyze the Practices  pata stored on cloud | ersfed o
Cholesterol Omg 0% Eelsa e 1y % applicant’s personal data online, including LinkedIn Shared with | garmmy. || Menufsctusr
Sodium 160mg % Trans Fat 0g to be analyzed: il ial medi dcredi
Total Carbohydrate 379 12% Cholesterol Omg 0% profile, social media accounts and credit score. Soldto | Modisdosed J Notsokd |
Dietary Fiber 4g 16% Sodium 160mg 7% -
Sugars 1g Total Carbohydrate 379 13% . e . : Other collected data | Mbon Account o Pay Contact o,
Protein 3 Slotary P 43 T Additional Al-assisted personality scoring nfo,
Vitamin A 10% TotalSugars12g 0 assessment: Privacy policy wwwNS200.smartdeviceco.com/policy
VitaminC s Includes 10g Added Sugars  20%
— R DiiSeiare
Calcium 20% &
— sresamar ey % Vitamin D 2meg 10% et wwwiotsecurityprivacy.org/labels
Youm Gaty vebas o bighar o o Caperiing 0 Calcium 260mg 20% ALERT: Applicants for this position DO NOT have the option to
Tt e 2 w0 ] oo tmg 5% selectively decline use of Al analysis for any of their personal
St Fal imeian 2y 2% Potassium 235mg o% data or to review and challenge the results of such analysis.
— Losehan  2400mg  2400ma ||| = e % Dty vaue (DV)tets you how much a rusientin CMU lot Security and Privacy Label CISPL 1.0 iotsecuriyprivacy.org
Total Carbohydrate 3005 375 a senving of o0 contributes 10:3 dady dlet. 2000 calon
Distary Fowe S iy s vaed or el Puon Bvece

Note: The images above are meant for illustrative purposes to show how the new Nutrition
Facts label might look compared to the old label. Both labels represent fictional products.
When the original hypothetical label was developed in 2014 (the image on the left-hand
side), added sugars was not yet proposed so the “original” label shows 1g of sugar as an
example. The image created for the “new” label (shown on the right-hand side) lists 12g
total sugar and 10g added sugar to give an example of how added sugars would be broken
out with a % Daily Value.

Anexample of the old nutrition labels, left, and the new one. The new nutrition labels will display
calories and serving size more prominently, and include added sugars for the first time,
PHOTO: FOOD AND DRUG ADMINISTRATION/ASSOCIATED PRESS

https://www.wsj.com/articles/why-the-
labels-on-your-food-are-changing-or-

https://www.wsj.com/articles/hiring-job-
candidates-ai-11632244313

https://www.wsj.com/articles/
imagine-a-nutrition-labelfor-
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Nutritional labels for data & models

Qualifications pata Aoy comprehensible : short, simple, clear
resume g Al-asssrt:gigtieégonahty . o ) )
(wouledado i consultative : providing actionable info
financial i 22

LinkedIn profile

BSin
I Accounting
player

credit score
GPA>3 $

ey

other social media
(optional)

fev

comparable : implying a standard

Personal interview a ]_S O co e

(accommodations
upon request)

incrementally computable , as a by-

product of multi-step computation

center

f
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Challenge: transparency that “works” Bl vu seiase

Al & JOURNALISM
Workshop: Algorithmic Transparency

We are Al

taking control of technology
powered by NYU Center for Responsible Al

JULIA STOYANOVICH, Director, NYU Center for Responsible Al
ANDREW BELL, Fellow, NYU Center for Responsible Al

SEPTEMBER 19TH, 11AM ET, ZOOM

NYU CENTER FOR RESPONSIBLE Al PRESENTS
THE ALGORITHMIC TRANSPARENCY WORKSHOP

Join s for a workshop on algorithmic transparency from the NYU Center for Responsible All
Date: December 12, 2023 (Tuesday) from 12:00 pm - 2:00 pm
Venue: NYU Tandon Future Labs (7th floor, 370 Jay Street, Brooklyn, NY 11201)

o0 nch forpariants wilbo sovc bognang at 11:90 am. frarieed WHAT IS RESPONSIBLE Al & HOW DOES
Gourse Instructors IT APPLY TO YOUR WORK AT META?

The workshop willbe co-taught by Andrew Bel, fellow at the NYU Center for Responsible Al (R\Al) and Julia.
 of NYU /AL

NYU CENTER FOR RESPONSIBLE Al PRESENTS

Responsible Al s th eandthe nra(‘l oa makdg he desin, cevelcpment, snd use
of Al socially sustainable. In this wor o NYU Centor for Responsiblo Al w
ipine, and wil p ncrete Met
geting, content ranking, macl gorthic hir
fair interpretabilty, and

1, whik ke ing the con

Stoyanovich, Direc

/ il
queens
pusLIC .
LIBRARY - Andrew Bell
Ao Bl  ComputrScionco 1 . Candeels bongco- sty P
il Stoyanovich and Dr. Oded Now. He is  reciiont of he Natonsl Sclence
o 0SF GH) i
at tho intersecton of machinelearming and publec polcy and &r0 moro narowly
plinabilty of algoritimic decison systems. In
sfing escarch follow t the Conter for Al CENTA)

niques is requ
I aficionado or a s
shop is for you!

Spring
in Turin, taly.

n study in conjunction with the
onsible Al concepts. and

Ability NORTHEAST work nore about efecive > teach responsilo Al co
Project BIG DATA tecn mwl;msww,u,“m,m Thoy wecoms s parpaonn o vorlop i

INNOVATION HUS .
Jilla Stoyanovichy more about the research and opt into the study at the start of the workshop.
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once &
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ous with
ritten for
York Timos, the el Stroet Journal and gages in
techackony oy, e been fencing reorebie Al s, prechonm:
P, Computer Saence rom Gotamia Urmersty.
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e

The workshop will be pre
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any. questions

2023

ALL ABOARD!

MAKING Al EDUCATION
ACCESSIBLE

About the NYU Center for Responsible Al

Authors:

Falaah Arif Khan, Lucius Bynum, Amy Hurst, Lucas Rosenblatt, s o oot s ; ampact, Mo iormaton )

Meghana Shanbhogue, Mona Sloane, Julia Stoyanovich r/a| d fOI‘ .
responsible
al
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Thank you!
Questions?

Julia Stoyanovich
New York University, USA
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